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¢/h /ŀǎŜ {ǘǳŘƛŜǎ 

¢/h /ŀǎŜ {ǘǳŘƛŜǎ 

IT professionals know the cost of owning servers, networking and storage equipment is more than the 

purchase price of the hardware.  The total cost of IT equipment also includes installation, software licenses, 

service, support, training, upgrades, and other costs related to a specific product or situation.  

TCO case studies are designed to provide busy IT Pros with  vendor-independent data about the total cost of 

specific products. This case study examines eight comparably-equipped enterprise storage solutions: four 

from various disk array vendors, and four from software-defined storage vendors. It turns out one of the 

vendors stands-out with lower TCO based on industry standard hardware and attractively priced software 

licenses with support included. 

Read the rest of this report to find out who it is.  Hint: It isn’t VMware! 
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¢ƘŜ wŜǉǳƛǊŜƳŜƴǘ 

LƴŘǳǎǘǊȅ ¢ǊŜƴŘΥ wŀǇƛŘ DǊƻǿǘƘ ƻŦ [ŀǊƎŜ 5ŀǘŀ 

Unstructured data refers to information that typically doesn't reside in a traditional row-column database. 

Examples include e-mail messages, word processing documents, videos, photos, audio, web pages, 

weather/auto/seismic sensor data, and streaming satellite data. Unstructured data is often referred to as 

“Large Data” because files such as 8K video are huge, and there are large numbers of the files. 

 

 

 

 

 

 

 

 

 

 

wŜǉǳƛǊŜƳŜƴǘ ŦƻǊ ǘƘƛǎ ¢/h !ƴŀƭȅǎƛǎΥ hƴƭƛƴŜ !ǊŎƘƛǾŜ ŦƻǊ ¦ƴǎǘǊǳŎǘǳǊŜŘ 5ŀǘŀ 

The application for the systems evaluated in this report is storing large quantities of infrequently accessed 

data. Examples of applications which use mass storage are backup, archive, and replication for disaster 

recovery. In all cases, the data must be online and highly available. Other names for this application are “bulk 

storage” and “nearline storage.” 

Exabytes 

DǊƻǿǘƘ ƻŦ [ŀǊƎŜ ό¦ƴǎǘǊǳŎǘǳǊŜŘύ 5ŀǘŀ 

.ȅ нлмтΣ ур҈ ƻŦ Řŀǘŀ ǿƛƭƭ ōŜ ǳƴǎǘǊǳŎǘǳǊŜŘ ŘŀǘŀΣ Ƴƻǎǘ ƻŦ ǿƘƛŎƘ ƛǎ ƛƴŦǊŜǉǳŜƴǘƭȅ ŀŎŎŜǎǎŜŘΦ !ǎ ŀ ǊŜǎǳƭǘΣ ƻƴŜ ƻŦ ǘƘŜ ōƛƎƎŜǎǘ ŎƘŀƭƭŜƴƎŜǎ ŦƻǊ 

ŜƴǘŜǊǇǊƛǎŜ ǎǘƻǊŀƎŜ ŀǊŎƘƛǘŜŎǘǎ ƛǎ ƳƛƎǊŀǝƴƎ ŦǊƻƳ ǇǊƻǇǊƛŜǘŀǊȅΣ ǘǊŀƴǎŀŎǝƻƴ-ƻǊƛŜƴǘŜŘ Řƛǎƪ ŀǊǊŀȅǎΣ ǿƘƛŎƘ ŀǊŜ ŜȄǇŜƴǎƛǾŜΦ ¢ƘŜ ŘŜǎǝƴŀǝƻƴ ƛǎ ƳƻǊŜ 

Ŏƻǎǘ-ŜũŜŎǝǾŜ ǎƻƊǿŀǊŜ-ŘŜŬƴŜŘ ǎǘƻǊŀƎŜ ǿƘƛŎƘ ƭŜǾŜǊŀƎŜǎ ƻǇŜƴ-ǎƻǳǊŎŜ ǎƻƊǿŀǊŜ ŀƴŘ ƛƴŘǳǎǘǊȅ ǎǘŀƴŘŀǊŘ ǎŜǊǾŜǊ ƘŀǊŘǿŀǊŜΦ 
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¢ƘŜ /ƻǎǘ ƻŦ hǿƴƛƴƎ {ǘƻǊŀƎŜ 

/ƻǎǘ /ƻƳǇƻƴŜƴǘǎ 

Below are the components used to calculate the total cost of owning mass storage over a five-year period: 

IŀǊŘǿŀǊŜ tǊƻŘǳŎǘ /ƻǎǘ - The purchase price for storage array chassis, servers and HDDs. 

wŜŎǳǊǊƛƴƎ {ƻƊǿŀǊŜ [ƛŎŜƴǎŜ CŜŜǎ - Annual license fees for software, if applicable. 

wŜŎǳǊǊƛƴƎ !ƴƴǳŀƭ {ŜǊǾƛŎŜ ϧ {ǳǇǇƻǊǘ CŜŜǎ - The cost of a service agreement providing on-site service and spare 

parts, with next business day response time. 

¢ǊŀƛƴƛƴƎ - The cost of certifying one network engineer for this class of product (not applicable in this report). 

{ǇŀǊŜ tŀǊǘǎ - The cost of on-site spare power supplies and SFPs (not applicable in this report). 

¢ƻǘŀƭ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇ - The sum of the hardware product cost, software license fees, service and support 

fees, training, and spare parts over a five-year period. 

DŜǩƴƎ ǘƘŜ /ƻǎǘ 5ŀǘŀ 

The product pricing (cost) data used in this case study comes from on-line resellers and solution providers 

who responded to a request for quote (RFQ) from IT Brand Pulse. 

!ǇǇƭŜǎ-ǘƻ-!ǇǇƭŜǎ /ƻƳǇŀǊƛǎƻƴ 

The hardware, software and service products used in this case study were selected based on comparability to 

one other.  Differences in the products and services are described in the product overviews.  
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¢ƘŜ {ǘƻǊŀƎŜ {ȅǎǘŜƳǎ 

5ƛǎƪ !ǊǊŀȅǎ ŀƴŘ {ƻƊǿŀǊŜ-5ŜŬƴŜŘ {ǘƻǊŀƎŜ  

Storage architects and administrators are now faced with three distinctly different classes of storage solutions 

to evaluate: 1) cloud storage-as-a-service, 2) traditional hardware disk array, and 3) software-defined storage 

apps which run on industry-standard servers. 

This report examines four disk array systems and four software-defined storage systems, including software 

server hardware from Supermicro. 

Entry-level disk arrays were utilized because they met the performance, availability and useable capacity 

requirements of the online archive application evaluated in this report. If, instead, performance-oriented mid

-range or high-end storage arrays were demonstrated, the five-year TCO would have been significantly 

higher. 

Dozens of features could have been added to all the configurations to enhance the performance (SSD), 

availability (replication) and useable capacity (compression and dedup). But a simple storage configuration 

met our report’s requirements for bulk storage, which is infrequently accessed. 

 

{ƻƭǳǝƻƴ ¢ȅǇŜ /ƻƴŬƎǳǊŀǝƻƴǎ 

EMC Unity 300 Disk Array 
Starting at 250TB 

Growing at 25% per year 

(appx. 600TB after 5 years) 

Fully redundant 

On-site service/next business day 

Cost of raw storage 

(no compression, dedup, etc.) 

Includes server hardware for SDS 

NetApp FAS2554 Disk Array 

HPE StoreServ 8200 Disk Array 

IBM v5010 Disk Array 

Red Hat Enterprise Storage Software-Defined Storage 

VMware Virtual SAN 6 Software-Defined Storage 

Scality RING Software-Defined Storage 

SUSE Enterprise Storage 4 Software-Defined Storage 
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5Ŝƭƭ 9a/ ¦ƴƛǘȅ олл 

5Ŝƭƭ 9a/Ωǎ aƻǎǘ !ũƻǊŘŀōƭŜ ¦ƴƛŬŜŘΣ IȅōǊƛŘ {ǘƻǊŀƎŜ !ǊǊŀȅ ƛǎ Cƭŀǘ-hǳǘ 9ȄǇŜƴǎƛǾŜ 

Dell EMC recommended the Unity 300 because it’s the most affordable unified, hybrid storage array available 
from the company. The system can support 150 HDDs and up to 900TB of raw capacity using 6TB HDDs.  Add-
on disk array enclosures support up to 15 of the 3.5” 6TB drives. 
 

IƛƎƘƭƛƎƘǘǎ 
Unity hybrid storage systems support block, file, and VMware VVols, as well as native NAS, iSCSI, and Fibre 
Channel protocols. Unity includes automated data lifecycle management to lower costs, inline compression, 
built-in encryption, local point-in-time copies and remote replication, data-in-place conversions, and deep 
ecosystem integration with VMware and Microsoft.  
 

²Ƙȅ ƛǘ ²ŀǎƴΩǘ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
The Unity 300 may be Dell EMC’s most affordable array, but that is like saying the C-Class is Mercedes's most 
affordable car starting at $40,000. In addition, this system is not optimized for bulk storage. You can scale but 
with only fifteen 6TB drives per chassis, this results in the need for at least 1 new chassis every year. 
 

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷоолΣуср 
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wŜŘ Iŀǘ /ŜǇƘ {ǘƻǊŀƎŜ 

{ƻƊǿŀǊŜ ǘƘŀǘ {ŎŀƭŜǎΤ tǊƛŎƛƴƎ ǘƘŀǘ 5ƻŜǎƴΩǘ 
Red Hat Enterprise Ceph Storage is designed to scale effortlessly and cost-effectively by adding x86 server 
nodes as needed. The object storage architecture is optimized for capacity over performance which is perfect 
for this report’s bulk storage requirement. However, the product is priced at a premium which makes it 
difficult to scale from a cost standpoint.  
 

IƛƎƘƭƛƎƘǘǎ 
Red Hat Ceph Storage is a self-healing, self-managing platform with no single point of failure. The software 
manages data on a single distributed computer cluster and provides interfaces for object and block storage. 
In the future, the software will include an interface for file storage. 
 

²Ƙȅ ƛǘ ²ŀǎƴΩǘ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
The low-cost hardware foundation used for Red Hat Ceph Storage is exactly the same as the configuration 
used for other software-defined storage solutions in this analysis. The result of the capacity-based software 
pricing model is the second most expensive solution for our requirement.  
 

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷонуΣупт 
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±aǿŀǊŜ ±ƛǊǘǳŀƭ {!b 

¢ƛƎƘǘŜǎǘ LƴǘŜƎǊŀǝƻƴ ǿƛǘƘ Ǿ{ǇƘŜǊŜ 
VMware vSphere is at the center of data center architectures for many IT organizations. That’s why server 
admins prefer infrastructure which is tightly integrated with their hypervisor. The good news is Virtual SAN  
offers the strongest integration with vSphere. The bad news is cost of support more than doubles the price. 
 

IƛƎƘƭƛƎƘǘǎ 
Virtual SAN delivers flash-optimized, high-performance storage for hyper-converged infrastructure. It 
leverages commodity x86 components and integration with VMware vSphere, as well as the entire VMware 
stack, to form a simple storage platform for virtual machines.  
 

²Ƙȅ ƛǘ ƛǎ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
If support was included in the price of the software license—like it is with some other software-defined 
storage products—Virtual SAN would scale cost effectively. But it’s not; and the result is the cost of support 
exceeds the cost of the base product over a five year period.  
 

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷнруΣмрм 
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bŜǘ!ǇǇ C!{нррп 

aƛŘ-wŀƴƎŜ {ȅǎǘŜƳΤ IƛƎƘ-9ƴŘ /ƻǎǘ 
NetApp recommended the FAS2554 which is designed for higher capacity needs. It is targeted at midsize 
organizations and distributed sites of larger organizations, Windows applications and virtual server 
consolidation with multiple workloads, and for customers who require cost-effective larger capacity. 
 

IƛƎƘƭƛƎƘǘǎ 
The NetApp FAS2554 has a capacity of 1.1PB and 144 HDDs packaged in high-density drive enclosures 
supporting up to twenty four, 3.5” drives. The flexible system supports iSCSI, NFS, pNFS, and CIFS/SMB 
storage protocols. 
 

²Ƙȅ ƛǘ ²ŀǎƴΩǘ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
NetApp FAS2554 gets top marks for ease-of-use and for offering high-density configurations which ǎƘƻǳƭŘ 
make scaling mass storage cost effective. But customers are asked to pay a hefty premium for the NetApp 
brand. For example, add-on 8TB drives for a NetApp FAS2554 can run well over $2,000 — over four times the 
cost of add-on drives for industry-standard servers supporting software-defined storage. 
 

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷнммΣроп 
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L.a Ǿрлмл 

¢ƘŜ [ƻǿŜǎǘ /ƻǎǘ 5ƛǎƪ !ǊǊŀȅ {ƻƭǳǝƻƴ ²Ŝ 9ǾŀƭǳŀǘŜŘ 

The IBM Storwize v5010 is a hybrid block storage system capable of being deployed with HDDs, SSDs, or a 
combination of both. Although the packaging is not high-density, the system is feature-rich and aggressively 
priced. 
 

IƛƎƘƭƛƎƘǘǎ 
The Storwize v5010 base unit supports iSCSI host connectivity, with options to add 16GB Fibre Channel, 12Gb 
SAS, and 10GbE iSCSI/FCoE, and up to 10 expansion enclosures for a maximum of 264 drives. The 2U 
controllers and expansion enclosures hold twelve 3.5-inch drives.  Other key features include thin 
provisioning, FlashCopy, Easy Tier, and remote mirroring. 
 

²Ƙȅ ƛǘ ²ŀǎƴΩǘ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
If our application needed the additional features rolled into the v5010, this product might represent the best 
value for the money. But for our application—which requires the most capacity for the lowest cost—software
-defined storage solutions are the ones to beat. 
 

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷмфрΣпру 
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{Ŏŀƭƛǘȅ wLbD 

CǊƻƳ ŀ tƛƻƴŜŜǊ ƛƴ {ƻƊǿŀǊŜ-5ŜŬƴŜŘ {ǘƻǊŀƎŜ 

Scality delivers web-scale storage that has been available since 2009. The Scality RING (its software-defined 
storage) turns commodity x86 servers into a storage pool for file and object storage at petabyte scale.  
 

IƛƎƘƭƛƎƘǘǎ 
The Scality RING is an attractive alternative to tape for long-term archives with much lower latency. 
Leveraging any standard servers at the cost and density of your choice, the Scality RING enables IT 
organizations to deploy self-healing archives that grow to petabytes. 
 

²Ƙȅ ƛǘ ²ŀǎƴΩǘ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
The solution from Scality is the second, best-priced solution we examined. The difference between Scality, 
and price leader SUSE, was the cost of support. It’s also worth noting the cost of Scality software is entirely 
front loaded, while the cost of SUSE software is spread out evenly over the five-year period. 
  

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷмфоΣоуп 
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{¦{9 9ƴǘŜǊǇǊƛǎŜ {ǘƻǊŀƎŜ п 

CƛǊǎǘ /9tI {ǘƻǊŀƎŜ ǘƻ hũŜǊ /ŜǇƘC{  
SUSE’s newest version of software-defined storage—SUSE Enterprise Storage 4 —is a comprehensive storage 
solution best suited for “Large Data.”  Its scale-out architecture allows customers to simplify their 
environment, while providing limitless storage capacity for large data file applications such as video 
surveillance, CCTV, online presence, streaming media, medical (x-rays, mammography, CT, MRI), seismic 
processing, genomic mapping, CAD and backup datasets.  
 

IƛƎƘƭƛƎƘǘǎ 
SUSE Enterprise Storage 4 (SES 4, for short) includes the industry’s first production-ready version of CephFS. 
By adding much-anticipated native filesystem access, SES 4 allows customers to deploy a unified block, object 
and file storage environment to reduce the capital and operational costs of their storage infrastructure. 
 

²Ƙȅ ƛǘ ƛǎ ǘƘŜ [ƻǿŜǎǘ /ƻǎǘ {ƻƭǳǝƻƴ 
SUSE offers several layers of cost savings to enterprise storage IT professionals. The foundation is industry 
standard hardware. Layered on top, is storage software with comparatively low annual license fees spread 
out over the life of your storage. Finally, support is included in the cost of the software license.  For 
applications generating a lot of data, SUSE Enterprise Storage 4 scales capacity but not cost. 
 

CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ hǿƴŜǊǎƘƛǇΥ ϷмпфΣплу 
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{ƛŘŜ-ōȅ-{ƛŘŜ /ƻƳǇŀǊƛǎƻƴ 

{ƻƊǿŀǊŜ-5ŜŬƴŜŘ {ǘƻǊŀƎŜ 9ƭƛƳƛƴŀǘŜǎ .ǊŀƴŘŜŘ {ǘƻǊŀƎŜ ¢ŀȄŜǎ 

IT organizations have shown a strong preference for branded storage. Everyone knows they’re paying a tax for 

the EMC or NetApp logo, but because they deployed the “Mercedes of storage arrays”, they also figure they 

won’t get fired when something goes wrong. This branded storage tax is applied to every disk drive a 

customer purchases during the life of the system, and is as much as 4x the cost of HDDs used in industry-

standard servers and software-defined storage systems. 

 

 

 

 

/ǳƳǳƭŀǝǾŜ CƛǾŜ-¸ŜŀǊ /ƻǎǘ ƻŦ нрл¢. DǊƻǿƛƴƎ ŀǘ нр҈ tŜǊ ¸ŜŀǊ 

The chart below shows a side-by-side comparison of eight bulk storage solutions based on pricing provided by 

the manufacturers or their channel partners. Surprisingly, 2 of the 3 most expensive solutions were SDS 

 {¦{9 9a/ bŜǘ!ǇǇ L.a 

Drive Capacity 10TB 6TB 8TB 8TB 

Drive Price $699 $2,500 $3,000 $1,400 

Cost/GB $.070 $.417 $.375 $.175 

bƻǘŜΥ hƴ ¸ŜŀǊ мΣ ŀƭƭ ǎȅǎǘŜƳǎ ǿŜǊŜ ŀǇǇǊƻȄƛƳŀǘŜƭȅ нрл¢.Σ ŜȄŎŜǇǘ ŦƻǊ ǘƘŜ bŜǘ!ǇǇ ǎȅǎǘŜƳ ǿƘƛŎƘ ǎǘŀǊǘŜŘ ŀǘ мфл¢.Φ 
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¢ƘŜ .ƻǧƻƳ [ƛƴŜ 

¢ƘŜ CǳǘǳǊŜ ƛǎ {ƻƊǿŀǊŜ-5ŜŬƴŜŘ {ǘƻǊŀƎŜ 

The data in this report indicates that traditional enterprise storage is under tremendous price pressure from 
software-defined storage available from vendors like SUSE. 
 
This report also reveals that Red Hat and VMware are positioning the price of their software-defined storage 
offerings at parity with traditional (expensive) enterprise storage solutions.  
 
The bottom line? IT organizations looking to lower the cost of archived data should evaluate software-
defined storage solutions. Based on easy-to-service x86 servers, the technology is proven by hyperscale 
public cloud providers and can be deployed in private clouds for 1/3 the cost of branded storage. 

 
wŜƭŀǘŜŘ [ƛƴƪǎ 
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!ōƻǳǘ ǘƘŜ !ǳǘƘƻǊ 
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former vice president of product marketing and corporate marketing for QLogic, and 

vice president of worldwide marketing for the automated tape library (ATL) division of 

Quantum, Mr. Berry has over 30 years experience in the development and marketing 

of IT infrastructure. If you have any questions or comments about this report, contact 

frank.berry@itbrandpulse.com. 
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